RNA polymerase II is required for spatial chromatin reorganization following exit from mitosis
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Mammalian chromosomes are three-dimensional entities shaped by converging and opposing forces. Mitotic cell division induces marked chromosome condensation, but following reentry into the G1 phase of the cell cycle, chromosomes reestablish their interphase organization. Here, we tested the role of RNA polymerase II (RNAPII) in this transition using a cell line that allows its auxin-mediated degradation. In situ Hi-C showed that RNAPII is required for both compartment and loop establishment following mitosis. RNAPs often counteract loop extrusion, and in their absence, longer and more prominent loops arose. Evidence from chromatin binding, super-resolution imaging, and in silico modeling allude to these effects being a result of RNAPII-mediated cohesin loading upon G1 reentry. Our findings reconcile the role of RNAPII in gene expression with that in chromatin architecture.

INTRODUCTION

The evolution and expansion of chromosome conformation capture (3C) technologies (1) has profoundly renewed our understanding of the spatial organization of eukaryotic chromosomes and of how it underlies their function and maintenance (2, 3). It is now well accepted that chromosomes are dynamic entities (4), and that their dynamics result from converging and opposing forces acting on chromatin (5). These forces include tethering to nuclear landmarks like lamina or the nucleolus (6), the interplay between transcription factor (TF)-bound cis-elements (7), and the dynamic extrusion of loops via cohesin complexes (5, 8).

Cohesin-extruded loops, almost invariably anchored at convergent CTCF-bound sites, are found along mammalian chromosomes representing a prominent feature of three-dimensional (3D) genome organization. The combination of high-resolution Hi-C with acute and reversible degradation (9) of chromatin-organizing factors has shed light on loop emergence. CTCF degradation causes loss of insulation at thousands of topologically associated domain (TAD) boundaries (10). Cohesin depletion leads to the elimination of essentially all CTCF anchored loops (11, 12). Depletion of the cohesin-release factor WAPL promotes loop enlargement and aberrant looping by also engaging nonconvergent CTCF-bound anchors (13). These observations, together with the recently documented ability of cohesin to extrude loops in vitro (14, 15) and the finding that CTCF-STAG interactions protect cohesin from chromatin release (16, 17), have crystallized a model for how architectural loops form and dissolve.

In addition to cohesin, another molecular motor known for its ability to translocate DNA is the RNA polymerase (RNAP) (18). However, its contribution to chromatin folding is still debated. Different lines of evidence point to a connection between RNAPII binding to chromatin and the differential formation of spatial interactions. To cite some recent examples, allele-specific Hi-C showed that the mouse inactive X chromosome lacks active/inactive compartments and TADs, which, however, form around “escapee” genes and in the active allele (19); the transcriptional state of variably sized domains across euchromatin, from Caenorhabditis elegans and Drosophila melanogaster to Arabidopsis thaliana and mammals, is a robust predictor of interactions mapped via Hi-C and explains chromatin partitioning to a great extent (20, 21); and TAD emergence coincides with transcriptional activation in zygotes (22). Pharmacological abrogation of transcription compacts chromatin (23) and weakens, but does not alleviate, TAD boundaries (22, 24), and treating native (25) or fixed nuclei (24) with RNase A does not affect TADs but eliminates specific contacts. Single-nucleosome imaging upon acute RNAPII depletion showed that polymerases act to constrain and direct chromatin movement in 3D space (26), compatible with the idea of transcription-based chromatin organization.

In contrast, RNAPII and Mediator-complex components were found to be dispensable for bringing cis-elements into spatial proximity (27) and inhibition of transcription in parallel with RAD21 reintro-duction in cohesin-depleted cells did not affect loop reestablishment (11). Nevertheless, CTCF or cohesin depletion from mammalian cells had rather limited impact on gene expression (10, 11), and upon cohesin elimination, a comparable number of loops formed on the basis of chromatin identity (11) or did not dissolve at all (28). Most recently, Micro-C, a sub-kbp (kilobase pair) Hi-C variant, unveiled thousands of fine-scale loops connecting transcriptionally active loci in mouse and human cells, often without association to CTCF/cohesin (29). Thus, the direct effects of active RNAPs on chromatin folding remain unclear.

On top of its potentially direct effects, RNAPs and the act of transcription may remodel genome folding via interplay with cohesin-CTCF complexes. For example, transcription can relocate cohesin by many kilobases (30). This transcription-mediated displacement can even disrupt prominent CTCF loops and rewire spatial interactions (31, 32). In addition, RNAPs are essential for domain
formation and often counteracted by condensin complexes (33, 34). This and other data highlight the need to dissect and reconcile the contribution of RNAPII to chromatin organization. To this end, and as pharmacological inhibition of RNAPs is inefficient, we exploited a human cell line that allows rapid and reversible RNAPII depletion (26). We combined in situ Hi-C and super-resolution imaging of RNAPII with in silico models to disentangle the role of RNAPII in gene expression from that in genome architecture to reconcile the aforementioned observations.

RESULTS

Acute RNAPII depletion affects loop-level interphase chromatin folding

RNAPII is essential for cell viability, so its depletion may only be transient. Thus, we exploited a human DLD-1 colorectal cancer line, in which the largest RNAPII subunit, RPB1, is N-terminally tagged with a mini-AID (mAID) domain. This allows for its acute and reversible degradation upon addition of auxin [and of doxycycline to activate the plant ubiquitin ligase TIR1 recognizing this mAID domain; see (9, 26)]. In our hands, 2 hours of dox/auxin treatment reduce RNAPII protein levels by >60%, while 14 hours of treatment result in >80% degradation as assessed by Western blotting—without affecting RNAPI or RNAPIII levels (Fig. 1A and fig. S1A). Degradation is less impactful on chromatin-embedded RNAPs (e.g., those marked by phosphorylated Ser5 residues in their C-terminal domain). Washing out auxin in the presence of its competitive inhibitor, auxin, largely restores RNAPII-Ser5 levels (fig. S1A), suggesting that soluble (nonphosphorylated) RNAPII is more susceptible to degradation and that any residual polymerases will be chromatin bound [as was the case for CTCF-mAID; see (10)]. Thus, quantitative RNAPII removal can be achieved via this system to assess its contribution to genome folding.

To further characterize this line, we performed chromatin immunoprecipitation sequencing (ChIP-seq) using an antibody targeting the mClover tag in RPB1. Compared to public RNAPII ChIP-seq data from DLD-1 (Gene Expression Omnibus: GSM2769059), mClover-tagged polymerases occupied the same positions and could be depleted from chromatin genome-wide upon auxin treatment (Fig. 1B). Polymerase degradation was accompanied by a strong decrease in chromatin accessibility at transcription start sites (TSSs) (Fig. 1B), similar to that recently seen using mouse embryonic stem cells (mESCs) (35). We also queried the H3K27ac (marking active chromatin) and H3K27me3 histone modifications (marking facultative heterochromatin). Upon RNAPII depletion, significant H3K27ac reduction was observed concomitant with increased H3K27me3 levels (fig. S1A, B, and C). Last, we monitored changes in nascent RNA levels using “factory” RNA sequencing (RNA-seq) (36). Control and auxin-treated samples separated well in principal components analysis (PCA) plots, with ~1500 genes changing their nascent transcription levels significantly (fig. S1, D and E). Of these, >90% were down-regulated and mainly involved in chromatin assembly and gene expression regulation (fig. S1F).

We next asked whether the spatial organization of interphase chromatin is also altered upon RNAPII depletion. We applied in situ Hi-C to G1-sorted DLD-1–RPB1–mAID cells treated or not with auxin for 14 hours or to cells in which auxin was complemented by triptolide treatment [an inhibitor abrogating transcriptional initiation to further enhance RNAPII degradation; see (37)]. The use of G1 cells removes heterogeneity arising from S-/G2-phase cells to generate Hi-C maps of greater detail (38). Following data analysis, we saw only marginal differences in A-/B-compartments (Fig. 1, C and D). TADs also showed only mild disruptions (Fig. 1, E and F), with <20% of the 4110 identified in control Hi-C data changing in cells lacking RNAPII. Two hundred twenty-seven new TADs could be detected in auxin-/triptolide-treated cells and displayed reinforced insulation at their boundaries (Fig. 1F). Average contact profiles in/around TADs revealed stronger definition of their borders at the expense of intra-TAD interactions (Fig. 1G).

Our data so far agreed well with recent observations in mESCs (35). However, we also detected >1500 loops exclusively in auxin-treated cells. These were significantly larger than those in control cells or than those shared between conditions (Fig. 1, H and I). Of these, 805 loops shared by auxin- and auxin-/triptolide-treated cells were also larger and displayed increased insulation at their anchors (Fig. 1, H to J). To understand the emergence of these stronger loops, we calculated the cumulative nascent RNA expression levels within the loop domains they form. Compared to all or shared loops from control cells, these 805 were significantly more associated with top-quantile loop domains (fig. S1, G and H), suggesting that highly active RNAPII can counteract loop extrusion and its removal leads to enlarged loops. However, although more “stripes” were detected in RNAPII-depleted Hi-C [indicative of loop extrusion; see (39)], these were, on average, shorter (fig. S1I). In addition, almost 10% of these 805 loops also associated with zero-expression domains but were still enhanced upon RNAPII depletion (fig. S1, G and H). We attribute this to Polycomb-mediated interactions that become accentuated upon RNAPII depletion. This is in agreement with the elevated H3K27me3 levels (fig. S1C), with the enrichment of H3K27me3 ChIP-seq signal at loop anchors (fig. S1, J and K), and with recent literature (40).

Last, note that analysis of Hi-C data from mAID-RPB1 cells treated with auxin for 2 hours (where 60 to 70% RPB1 is degraded; fig. S1A) did not reveal changes at any level of spatial genome organization (fig. S2, A to J). Together, our data reveal subtle yet discernible effects at the levels of TAD and loop organization occurring upon acute RNAPII depletion in interphase.

Reestablishment of spatial chromatin organization after mitosis requires RNAPII

Because RNAPII depletion did not markedly affect interphase chromatin organization in asynchronized cell populations, we hypothesized that it may be implicated in reestablishing chromatin folding upon exit from mitosis. This was based on two observations: first, on the detailed description of chromatin refolding dynamics in the mitosis-to-G1 transition, where contacts among cis-elements form early and rapidly, often not related to CTCF/cohesin (41, 42), and second, on the fact that, early in this transition, >50% of all active enhancers and genes exhibit a strong spike in transcription (43).

To study chromatin refolding following mitotic exit, we synchronized mAID-RPB1 cells at the G2-M checkpoint using the CDK1 inhibitor RO3306 (blocking ~90% cells in G2; Fig. 2, A and B), before releasing them via mitosis into G1. Six hours after washing out the inhibitor, >70% cells reentered G1 and were collected by fluorescence-activated cell sorting (FACS) (Fig. 2, A and B). RNAPII degradation, initiated by adding auxin to cells arrested in G2, was maintained throughout mitosis and G1 reentry without compromising progression past early G1 (as also exemplified by cell cycle markers; fig. S3A). RNAPII degradation was confirmed by fractionation
and whole-cell blots (Fig. 2C and fig. S3B), immunofluorescence of Ser\(^5\)-phosphorylated RNAPIs, and 5-ethyl-UTP (EUTP) labeling of nascent RNA (fig. S3, C and E). Like in asynchronous cells, the decrease in H3K27ac levels was accompanied by increased H3K27me3 levels in G\(_1\)-reentry cells depleted of RNAPII (fig. S3, C and D). At the same time, the levels of abundant SWI/SNF chromatin remodeler subunits in chromatin were altered, but CTCF incorporation remained largely unchanged (Fig. 2C).
We next performed Hi-C on G1-reentry cells treated or not with auxin. We obtained >740 million and >1 billion Hi-C contacts from control and auxin-treated samples, respectively (table S1). Our first observation was that RNAPII-depleted cells showed increased interchromosomal contacts at the expense of intrachromosomal ones (fig. S3, F and G), also confirmed by high-throughput 3D-DNA fluorescence in situ hybridization (FISH; fig. S3H). At the same time, compartment boundaries were markedly blurred (Fig. 2D and fig. S3I), with interactions at distances of >1 Mbp (million base pairs) between A- and B-compartment segments becoming stronger (Fig. 2E).

Fig. 2. RNAPII affects genome refolding following mitosis. (A) Top: DLD-1–mAID–RPB1 synchronization. Bottom: Propidium iodine FACS profiles. (B) Bar plots showing cell percentage in each phase from (A). *P < 0.01, Fisher’s exact test. (C) Fractionation blots showing RNAPII, chromatin remodeler, and histone mark levels; HSC70 provides a control. (D) The 250-kbp resolution Hi-C maps from control (left) and auxin-treated cells (right) aligned to first eigenvector values (EV1). Insets: Saddle plots showing compartment insulation. (E) Plots showing interaction frequency decay as a function of genomic distance in control (black) and auxin-treated cells (purple). Rectangles indicate where values deviate most. (F) The 10-kbp resolution Hi-C maps from control and auxin-treated cells. (G) Heatmaps showing aggregated TAD interactions in control and auxin-treated cells. (H) Line plots showing mean insulation from control (black) and auxin-treated cells (purple) around all or control-specific TAD boundaries. N, number of TAD boundaries queried. (I) Boxplots of TAD sizes in control (black) and auxin-treated cells (purple). *P < 0.01, Wilcoxon-Mann-Whitney test. (J) Line plot showing RNAPII (magenta), H3K4me3 (blue), and H3K27ac ChIP-seq signal (orange) around control TAD boundaries. (K) Left: Venn diagram showing shared and unique loops between control (black) and auxin-treated cells (purple). Right: Boxplots of loop lengths. *P < 0.01, Wilcoxon-Mann-Whitney test. (L) Plots of aggregated Hi-C signal for shared loops from (J). (M) As in (H), but for shared loop anchors. (N) Boxplots of loop anchor insulation in control (black) and auxin-treated cells (purple) harboring zero or top-quantile expression levels. *P < 0.01, Wilcoxon-Mann-Whitney test. The Hi-C data presented in (D) to (N) come from two merged replicates (see table S1).
Loss of interactions at the TAD scale (<1 Mbp) in auxin-treated cells (fig. S3) led us to analyze 10-kbp resolution Hi-C maps. There, we observed strong and widespread erosion of domain structure, local insulation, and loop formation (Fig. 2, F and G, and fig. S3K). Insulation was weakened across all ~4500 TADs identified in control cells, and even more in the ~10% of TAD boundaries that were not reestablished in the absence of RNAPII (fig. S2H). RNAPII-depleted reentry cells also had fewer and larger TADs than control cells (Fig. 2I), indicative of boundary collapse and TAD merging. These effects are in line with RNAPII and active histone mark enrichment at TAD boundaries (Fig. 2).

At the loop level, ~1900 were essentially lost from RNAPII-depleted cells concomitantly with the emergence >1150 new and significantly longer loops (Fig. 2K). Curiously, these longer loops emerged at sites of existing insulation, whereas loops weakened in RNAPII-depleted cells showed reduced insulation (fig. S3, I and M). The 2443 loops detected in both control and auxin-treated reentry cells were weakened in the absence of RNAPII while also displaying reduced insulation at their anchors (Fig. 2, K to M). Again, we compared loop domains of no gene expression to those harboring top-quantile nascent RNA levels. We found that insulation was significantly weakened in both cases (Fig. 2N). Looking at stripe formation, we found both accentuated and dissolved ones in RNAPII-depleted cells (fig. S3, N and O).

In summary, these data suggest that RNAPII is implicated in reestablishing both higher-order and fine-scale chromatin folding following exit from mitosis, and its depletion compromises loop formation. Critically, the folding changes that follow polymerase depletion do not simply reflect structures of an earlier G1 time point [e.g., compared to data from (42)] but rather compromised refolding.

**Topoisomerase II depletion does not affect G1-reentry chromatin folding**

Transcription enforces supercoiling onto DNA, and topoisomerase I (TOP1) is stimulated by RNAPII to resolve supercoils during elongation. However, TOP1 binding alongside initiating polymerases at TSSs was not matched by high TOP1 activity (44). In contrast, TOP2 has been linked to chromatin organization along the cell cycle and to transcription, with TOP2A affecting RNAPII kinetics (45) and marking its pausing sites (46). Moreover, TOP2B flanks TAD boundaries in human cells alongside CTCF/cohesin complexes to confine RNAPII (47) and preserves domain boundaries in yeast (48).

Given that no elongating RNAPs remain in auxin-treated cells, and that TOP2A-mAID cells prolong, but do conclude, mitosis (49), we asked whether TOP2 depletion from G1-reentry cells explains the effects we observe in RNAPII-depleted cells. To this end, we exploited another colorectal cancer line, HCT116, carrying or not a full knockout of the TOP2B gene and homozygously expressing mAID-tagged TOP2A. We verified >70% auxin-induced depletion of TOP2A in TOP2B-knockout cells and applied the same synchronization and FACS sorting scheme as before to obtain G1-reentry cells (fig. S4, A and B). Using factory RNA-seq to compare wild-type cells with those lacking both TOP2A and TOP2B, <400 genes, mostly linked to cell cycle control and cell morphogenesis, were affected by TOP2B elimination (fig. S4C).

Hi-C performed on G1-reentry cells carrying or not TOP2A/B activity revealed marginal changes across all scales of chromatin organization. Compartments were not affected, interactions remained unchanged irrespective of distance, and no increase in trans contacts was seen (fig. S4, D to F). Negligible changes to TAD boundary insulation were observed, and the mean size of TOP2A/B-depleted TADs did not differ from that in control cells (fig. S4, G to J). Although ~600 loops were lost or gained upon TOP2B depletion and condition-specific loops were again larger (fig. S3K), the increase/ reduction in Hi-C signal at these loops was significantly less than that recorded upon RNAPII depletion and not followed by changes in insulation at their anchors (fig. S4, L and M). Together, these data suggest that the effects inflicted on chromatin refolding by RNAPII degradation cannot be recapitulated by TOP2A/B depletion, so they must rather be polymerase-centric.

**RNAPII removal compromises cohesin chromatin reloading and loop formation**

Hi-C data from G1-reentry cells depleted of RNAPII demonstrate A/B-compartment mixing, TAD erosion, and differential loss/gain of loops. Given that loop formation relies on the loading and DNA extrusion by cohesin complexes ending up at CTCF-marked anchors (10–13, 16), we examined how the levels of CTCF/cohesin subunits change in reentry cells following auxin treatment. Fractionation Western blots showed little fluctuation in CTCF, SMC1A, or Rad21 levels on chromatin, which was confirmed by quantification of RAD21 levels in individual cells using immunofluorescence (Fig. 3, A and B). However, the chromatin-bound levels of the two cohesin loaders, NIPBL and MAU2, were markedly reduced, as were the levels of the factor responsible for cohesin unloading, WAPL (concomitant with an increase in its soluble pool titers; Fig. 3A). Critically, this is not due to general down-regulation of these proteins, because Western blots showed that TIR1 activation to degrade RNAPII does not change their abundance in G1-reentry or G2-M–arrested cells (fig. S5, A and B).

To understand whether our findings are due to changes in NIPBL and CTCF nuclear distribution, we performed super-resolution localizations of these factors. Dual-color dSTORM in control and auxin-treated G1-reentry cells led to the following observations. First, NIPBL localizes in clusters of smaller average size upon RNAPII depletion. At the same time, we also observed more localizations in extended and deformed clusters (Fig. 3C), exemplified by the shift in “eccentricity” of NIPBL clusters from 0.54 in control to 0.69 in auxin-treated cells (eccentricity of 0 refers to a perfect circle, while eccentricity of 1 refers to a line). Second, CTCF clusters do not change as regards their mean size, but 50% of all CTCF clusters in control cells lie <129 px², while in auxin-treated cells 50% lie <82 px² (Fig. 3C). Such an increased population of smaller CTCF clusters was also observed via dSTORM upon cohesin removal in Rad21-mAID cells (50) occurring as a result of loop collapse. Last, NIPBL distribution relative to CTCF also changed significantly in the absence of RNAPII. The median separation between NIPBL and its nearest CTCF cluster was reduced from 353 to 281 nm, with the largest recorded distance dropping from >1200 to 825 nm (Fig. 3C).

These results, and the changed NIPBL/MAU2/WAPL levels on chromatin, hint to aberrant cohesin loading to (and most likely unloading from) chromatin in the absence of RNAPII and predict that less cohesin will end up at CTCF-bound sites. To test this prediction, we generated SMC1A and Rad21 CUT&Tag (cleavage under targets and tagmentation) data in control and auxin-treated reentry cells and found cohesin signal significantly reduced at CTCF sites genome-wide (Fig. 3D). We quantified the fraction of scaled CUT&Tag signal falling into CTCF-bound regions, active or inactive.
TSSs, and non–RNAPII-associated intergenic space. We found that the reduced fraction of reads at CTCF sites was accompanied by a 20 to 30% increase in signal mapping to inactive TSSs in auxin-treated reentry cells and by a >11% increase in widespread intergenic signal (Fig. 3E). It follows that this general reduction of cohesin occupancy at CTCF sites impairs loop formation genome-wide (Fig. 3E). Notably, these changes occurred despite no reduction in CTCF-proximal accessibility as judged by ATAC-seq (assay for transposase-accessible chromatin using sequencing) (Fig. 3F).

One could assume that cohesin loading at TSSs (30, 51) simply results from them being rendered accessible by active RNAPs. Hence, reduced accessibility would readily explain compromised loading. To our surprise, ATAC-seq signal in RNAP-depleted TSSs rather increased (Fig. 3G), as did TBP (TATA box–binding protein) levels on chromatin (Fig. 3A). Looking at CUT&Tag signal at >4000 RNAPII/SMC1A co-occupied TSS, it is markedly reduced upon auxin treatment of reentry cells (fig. S5, C and D). This argues in favor of RNAPs recruiting cohesin loaders and unloaders to these sites, while setting up TSS architecture in G1-reentry cells likely relies on “pioneer” factors (perhaps like TBP) preceding the polymerase.

Last, we used coimmunoprecipitations to show that RNAPII directly interacts with WAPL (fig. S5E) and that NIPBL copurifies with RNAPII in G1-reentry cells (fig. S5F).

**Modeling dissects RNAP contribution to loop extrusion**

To dissect the connection between RNAPII and cohesin reloading onto chromatin, we turned to in silico modeling of chromatin folding. This allowed us to test scenarios that would be challenging to address experimentally. First, we performed 3D chromatin folding simulations using the established HiP-HoP model (52) that accounts for the heteromorphic nature of chromatin and incorporates TF binding and loop extrusion. We modeled a 10-Mbp region from human umbilical cord endothelial cell (HUVEC) chr14 for which gene expression, histone mark, and CTCF positioning ENCODE data are available (www.encodeproject.org).

Control chromatin folding was simulated by assuming that most cohesin loading (90%) occurs at RNAPII-occupied TSSs (with 10% loading randomly). Experimentally defined cohesin residence times on DNA (~20 min; see (53)) were incorporated into the model. Following multiple iterations, our model produced a mean contact...
map resembling Hi-C data (Fig. 4, A and B). To simulate chromatin folding following RNAPII degradation, we eliminated loading at promoters and only allowed random loading (consistent with low-efficacy NIPBL-independent cohesin loading in vitro) (54). As a result, four major effects were observed: first, a general weakening of interactions and domain insulation across the 10 Mbp modeled (Fig. 4, A and B), similar to what we saw using Hi-C (Fig. 2F); second, individual models of the fiber displayed obvious unfolding (Fig. 4B), likely consistent with the increase in trans interactions in our data (Fig. S3, F to H); third, reduced cohesin occupancy at CTCF sites (Fig. 4A), consistent with our CUT&Tag data (Fig. 3D and fig. S5, C and D); fourth, markedly weakened loop formation, but with larger loop sizes (Fig. 4, C and D) matching our experimental results (Figs. 2, K and L, and 3E). Thus, our modeling suggests that inability to load cohesin via RNAPII-bound sites suffices for explaining the major chromatin folding differences observed experimentally.

To interrogate the interplay between RNAPII and loop-extruding cohesin directly, we performed 1D simulations of minimal composition. We modeled a 3-Mbp region of HUVEC chr14 (chr14:53–56 Mbp, hg19) as a coarse-grained fiber carrying CTCF at the appropriate positions, as well as RNAPs transcribing genes in the correct orientation. As before, cohesin was predominantly loaded at RNAPII-bound TSSs in the control scenario but only randomly in the “degron” model. First, we observed formation of loops and intricate domain compartmentalization under control settings, despite having only two activities operating on the fiber (Fig. 4E). Notably, transcription affects cohesin deposition and loop formation in our model, as exemplified by simulations in which all genes in this 3-Mbp segment were modeled as tandemly transcribed (Fig. S6). RNAP depletion eliminated compartmentalization, and the frequency of looping was again markedly reduced. Cohesin occupancy was decreased at most loop anchors, with loops again becoming larger (Fig. 4, E and F). This parsimonious model allows us to deduce that the effects observed in
experiments can be explained by a simple relationship between cohesin loading at RNAP-occupied sites and the interplay between active transcription and loop extrusion.

**DISCUSSION**
Following cell division, chromosomes refold to establish interphase architecture. At this point, cohesin also needs to be reloaded. Its reloading coincides with the extrusion of CTCF-anchored loops and TAD reestablishment (41, 42). However, A/B compartiments, driven by homotypic chromatin interactions, reemerge more rapidly, as do contacts among cis-regulatory elements. The latter display rates that exceed those of extruded loops (42). In parallel, the general TF TBP marksmitotic chromatin to facilitate gene reactivation (55), and as transcription reinitiates in late telophase, a strong activity spike occurs at most genes and enhancers (43). These observations suggest that RNAP activity may play a central role in reestablishing interphase chromatin organization following mitosis.

Here, using an RPBl degron line (26), we show that the presence of RNAPII on chromatin is necessary for both the establishment of compartments and the formation of loops early in G1. The former is intuitively justified by the homotypic interactions that build the “active” A-compartment and the recent finding that chromatin acetylation can drive compartment formation (56). In our RNAPII-depleted G1-reentry cells, H3K27ac levels are reduced, while H3K27me3 levels increase, and this imbalance most probably underlies many of the compartment-level changes, although alleviating H3K27ac bookmarking had little effect on 3D refolding in mESCs (51).

The latter effect is more perplexing but agrees with NIPBL binding at active gene promoters (30, 57, 58) and, thus, raises two key questions. First, how does RNAP depletion promote formation of hundreds of de novo loops that are also longer? According to our simulations, and depending on the direction of elongation, RNAPs can reel DNA such that it counters extrusion while also acting as physical blockades to it. This is reminiscent of the condensin-polymerase antagonism reported for bacteria (34) and flies (33) and inferred by super-resolution imaging in mESCs (59). Some of these newly emerging loops form on the basis of strengthened Polycomb interactions, justified by the increase in H3K27me3 levels upon RNAPII degradation. Recent work showing that cohesin removal also resulted in enhancer looping of Polycomb-bound regions (39) suggests that RNAPII depletion cross-talks with cohesin loading. As regards increased loop lengths, our simulations argue that this is a consequence of reduced cohesin loading rates to chromatin, as well as of the different loading patterns in control versus RNAP-depleted cells. These translate into fewer cohesin rings acting locally at any given time, and this reduced “crowding” leads to fewer extrusion conflicts allowing longer loops to form. However, when compared to data from Wap1-knockout cells showing loop enlargement (14), our Hi-C data differ (fig. S7A). But when compared to Hi-C data from cells undergoing hyperosmotic shock, which affects RNAP and cohesin binding to chromatin (60), the resulting interaction patterns are much more similar (fig. S7B). These comparisons suggest a distinct and more generalized disruption of the cohesin loading-unloading cycle following RNAPII depletion.

Second, why are the effects of RNAPII depletion more obvious upon G1 reentry? We believe that this is due to a combination of effects. On the one hand, cell synchronization counters the inherent heterogeneity of contacts in individual cells. On the other, early chromatin refolding and transcription bursts in the mitosis-to-G1 transition suggest that RNAPs preempt a central role in establishing a loop-based chromosomal architecture by instructing cohesin loading and compartmentalization. However, we were surprised to find that, in the absence of RNAPII, chromatin accessibility increases following mitotic exit. Although this is counterintuitive, it suggests that the formation of active transcriptional complexes can somehow restrain aberrant accessibility at gene promoters. We speculate that the variable levels of chromatin-bound remodelers (as assessed by Western blots in RNAPII-depleted G1-reentry cells) may partly justify this observation. At the same time, this also suggests that pioneer “bookmarking” factors (like TBP, which we find markedly enriched in chromatin in the absence of RNAPII) may have as their default function the “opening up” of chromatin, which is then constrained by preinitiation RNAPs in conjunction with chromatin remodelers recruited at precise stoichiometries.

In summary, we uncovered a dependency of loop extrusion on RNAPII that predominates genome reorganization following exit from mitosis. This dependency may speak of the significance of mitotic bookmarking, as TF association with mitotic chromatin could dictate RNAP positioning and, in a next step, cohesin loading and loop extrusion. Nonetheless, the precise interplay between polymerases, TFs, and cohesin subunits during this transition remains to be further elucidated.

**MATERIALS AND METHODS**

**Cell synchronization and sorting**
mAID-POLR2A(RPBl)-mClover DLD-1 (26) and TO2B/mAID HCT116 cells (V.R. laboratory) were grown in RPMI 1640 medium supplemented with 10% fetal bovine serum under 5% CO2.

Inducible depletion of RPBl or TOP2A initiated via treatment with doxycycline for 24 hours to induce TIRI expression, before addition of 500 μM indole-3-acetic acid solution (“auxin,” Sigma-Aldrich) for different times to induce RPBl degradation. For cell synchronization, G2-M arrest was achieved by the addition of 10 μM RO-3306 inhibitor for 21 hours. Following this incubation time, cells were washed with phosphate-buffered saline (PBS), and auxin-supplemented medium was added for up to 6 hours to allow cells to quantitatively enter G1. At this point, synchronized or asynchronously cells treated with auxin for up to 14 hours were harvested, where applicable resuspended in propidium iodide (1 μg/ml) to counterstain DNA, and sorted to isolate G1 cells using a FACSCanto II flow cytometer (Becton Dickinson).

**In situ Hi-C and data analysis**
All in situ Hi-C was performed using the Hi-C+ Kit (Arima Genomics) as per the manufacturer’s instructions. The resulting Hi-C libraries were paired-end sequenced on a NovaSeq6000 platform (Illumina) to >450 million read pairs per replicate (table S1). Reads were separately aligned to the reference build of the human genome (hg38) using BWA and Juicer (v. 1.11.09) to generate .hic files (61). Only reads with MAPQ >30 were considered for further analysis, and bin-to-bin interactions were extracted from KR-balanced matrices in .hic files using the Juicer “dump” utility at different resolutions. A-/B-compartment stratification was performed using the "eigenvector" Juicer utility on 250-kbp resolution matrices, with both gene and H3K27ac ChIP-seq signal density used to deduce A-compartment. Saddle plots were generated as described previously (42). For TADs,
KR-balanced matrices we processed via a combination of “directionality index” plus HMM tools at 10-kbp resolution and in 500-kbp windows. TADs smaller than 150 kb or found in centromeric regions were filtered out. For a TAD to be considered “shared” between two datasets, boundary positions should not shift by >60 kbp, and their coordinates should overlap at least 90%. Insulation scores at TAD boundaries were calculated using a sliding 120 kbp × 120 kbp window along the matrix diagonal at 10-kbp resolution as previously described (62); squares with a sum of interactions <12 were filtered out. Aggregate TAD plots were generated using Coolpup.py (63). For loop detection, we used SIP (64) and standard parameters: -res 10000 -mat 2000 -g 2 -d 3 -fdr 0.01 -nbZero 4 -cpu 1 -factor 1 -max 2 -min 2 -sat 0.01 -t 2800 -norm KR -del true, and a false discovery rate (FDR) of <0.01 to filter the resulting loop lists. Loops specific to a given condition were determined using pgltools (with -d 29999 due to the smallest allowable loop size of 30 kbp; table S2) (https://github.com/billgreenwald/pgltools). Aggregate peak plots were generated via the Aggregate peak analysis (APA) utility in Juicer using standard parameters (-r 10000 -k KR -q 3 -w 6 -n 15 -u), before scaling between 0 and 2 to facilitate comparison. Last, architectural stripes in Hi-C data were detected using stripenn (https://github.com/ysora/stripenn). Visualizations and plots were performed using data from merged Hi-C replicates (except for TOP2A-mAID HCT116 and 2-hour RPB1-mAID data); exemplary data from individual Hi-C replicates are shown in fig. S8 to highlight reproducibility. All code used is available at https://github.com/shuzhangzou/Hic-data-analysis.

High-throughput 3D-DNA FISH
Dual-color DNA FISH was performed using the BAC probes targeting different chromosomes (table S3) and labeled with Alexa 488–deoxyuridine triphosphate (dUTP), Alexa 568–dUTP, or Alexa 647–dUTP by nick translation on G1-sorted control and auxin-deoxyuridine triphosphate (dUTP), Alexa 568–dUTP, or Alexa 647–dUTP by nick translation on G1-sorted control and auxin-treated DLD-1 reentry cells seeded on glass slides. Images were acquired using the Opera Phenix High Content Screening System (PerkinElmer), equipped with four laser lines (405, 488, 568, and 640 nm) and two 16-bit complementary metal-oxide semiconductor (CMOS) cameras. Images for 3D and radial distances were acquired in confocal mode using a 4× water objective [numerical aperture (NA), 1.1] and analyzed as described previously to also quantify DNA content and infer cell cycle phase stratification (65).

ChIP coupled to sequencing
DLD-1 cells cultured to 80% confluence in 15-cm dishes were cross-linked in 1% paraformaldehyde (PFA)/PBS for 10 min at room temperature. Cells were processed using the NEXSON ChIP protocol (66). In brief, nuclei were isolated via sonication using Bioruptor Pico (Diagenode; nine cycles of 10 s on and 30 s off). Chromatin was then sheared in the recommended shearing buffer (27 to 30 cycles, 30 s on and 30 s off) to a range of 200- to 500-bp-long fragments, and immunoprecipitation was performed using 4 μg of the appropriate antibody [anti-CTCF: 61311, Active Motif; anti-RAD21: ab88572, Abcam; anti–green fluorescent protein (GFP): ab290, Abcam]. Paired-end sequencing was performed on a NovaSeq6000 platform (Illumina) yielding >25 million reads per sample. Raw reads were processed for mapping and peak calling using the ENCODE Data Coordinating Center pipeline (DCC v1.5.0; https://github.com/ENCODE-DCC). Coverage plots and heatmaps were generated via Deeptools (67).

Assay for transposase-accessible chromatin using sequencing
Tn5 transposed chromatin was isolated from human DLD-1–mAID–RPB1 cells according to the standard ATAC-seq protocol with a modification (68) aiming at quantitative scaling of the resulting data. In brief, 105 DLD-1 cells per replicate were “spiked” with 200 D. melanogaster S2 cells, washed in 1× PBS, and added to lysis buffer [10 mM tris-HCl (pH 7.4), 10 mM NaCl, 3 mM MgCl2, 0.1% NP-40, 0.1% Tween 20, and 0.01% digitonin] for 3 min to isolate nuclei. Nuclei were next washed in washing buffer [10 mM tris-HCl (pH 7.4), 10 mM NaCl, 3 mM MgCl2, and 0.1% Tween 20] and pelleted by centrifugation. Isolated nuclei were resuspended in transposase reaction mix (25 μl of 2× TD buffer, 16.5 μl of 1× PBS, 0.5 μl of 10% Tween 20, 0.5 μl of 1% digitonin, 2.5 μl of Tn5, and 5 μl of nuclease-free H2O) and incubated at 37°C for 30 min under constant shaking at 1000 rpm. The transposition reaction was terminated by the addition of stop buffer [50 mM tris-HCl (pH 8), 10 mM EDTA, and 1% SDS] and purified using the DNA Clean & Concentrator Kit (Zymo Research). Following standard library generation, samples were sequenced to >40 million reads on a NovaSeq6000 platform (Illumina). Read pairs were mapped to the hg38 and dm6 reference genome builds for human and Drosophila, respectively, using Bowtie 2 (69). Unmapped, duplicate, and mitochondrial reads were removed before merging replicates. ChiPseqSpike was used for calculating scaling factors (https://bioconductor.org/packages/release/bioc/html/ChiPseqSpike.html) to produce reads per kilobase per million (RPKM)-normalized and scaled coverage.

Cleavage under targets and tagmentation
Following lifting from plates using accutase and FACS sorting, 0.5 million G1-phase DLD-1 cells were processed according to the manufacturer’s instructions (Active Motif). Samples were paired-end sequenced to obtain at least 107 reads. Reads were processed according to the standard CUT&Tag pipeline (https://yetzhengstat.github.io/CUT&Tag_tutorial/). Briefly, paired-end reads were trimmed for adapter removal and mapped to the human (hg38) and Escherichia coli (ASM584v2) reference genomes using Bowtie 2 (69). E. coli mapped reads were quantified and used for calibrating human-mapped reads. Peak calling was performed with SEACR (70) and using immunoglobulin G controls for thresholding peak calling. For stringent, cohesin-bound sites were considered those shared by both the SMC1A and Rad21 control datasets, while CTCF-bound sites were considered those shared by the CUT&Tag and publicly available CTCF ChIP-seq data (http://chip-atlas.org/view?id=DRX013180). All heatmaps were generated using Deeptools (67).

Immunofluorescence and image quantification
DLD-1 cells grown on coverslips were fixed in 4% PFA/PBS for 10 min at room temperature. After washing once in PBS, cells were permeabilized with 0.5% Triton-X/PBS for 5 min at room temperature, washed three times in PBS, blocked using 1% bovine serum albumin for 1 hour, and incubated with the appropriate primary antibody for 1 hour at room temperature (anti-RNAPII: 1:300, 61086, Active Motif; anti-H3K27ac: 1:300, 39155, Active Motif; anti-H3K27me3: 1:500, 39133, Active Motif; anti-Rad21: 1:800, ab992, Abcam; anti-fibrillin: 1:100, sc-393968, Santa Cruz Biotechnology). For visualizing nascent transcripts, cells were preincubated with 3 mM 5-ethyluridine for 30 min at 37°C in their growth medium, fixed, and processed with the Click-iT EdU Chemistry Kit (Invitrogen).
RNA was collected in TRIzol (Invitrogen), and purified using the pellet by centrifugation, before the supernatant holding nascent buffer” and treated with caspase group III enzyme mix (PromoKine), cytometer microscopy, nuclei were treated with deoxyribonuclease I NP-40 buffer. After assessing lysis and nuclei integrity on a hemolysed in isotonic “physiological buffer” supplemented with 0.5% 36). Briefly, cells were gently scraped and lised in isotonic “physiological buffer” supplemented with 0.5% NP-40, and 1% sodium deoxycholate] containing 1× protease inhibitor cocktail (Roche). Next, lysates were incubated for 20 min on ice and centrifuged for 15 min at >20,000g to pellet cell debris to collect the supernatants. The concentration of each protein extract was determined using the Pierce BCA Protein Assay Kit (Thermo Fisher Scientific). For fractionation, the protocol previously described was used (71). Following protein separation on precast SDS–polyacrylamide gel electrophoresis gels (Bio-Rad), proteins were detected using different primary antibodies (table S4) and visualized using the Pierce SuperSignal West Pico ECL Kit (Thermo Fisher Scientific).

Chromatin fractionation and Western blotting
For assessing protein abundance in different sample preparations, approximately 10⁶ cells were gently scraped off 13-cm dishes and pelleted for 5 min at 600g at room temperature, supernatants were discarded, and pellets were resuspended in 100 μl of ice-cold radioimmunoprecipitation assay (RIPA) lysis buffer [20 mM tris-HCl (pH 7.5), 150 mM NaCl, 1 mM EDTA (pH 8.0), 1 mM EGTA (pH 8.0), 1% NP-40, and 1% sodium deoxycholate] containing 1× protease inhibitor cocktail (Roche). Next, lysates were incubated for 20 min on ice and centrifuged for 15 min at >20,000g to pellet cell debris to collect the supernatants. The concentration of each protein extract was determined using the Pierce BCA Protein Assay Kit (Thermo Fisher Scientific). For fractionation, the protocol previously described was used (71). Following protein separation on precast SDS–polyacrylamide gel electrophoresis gels (Bio-Rad), proteins were detected using different primary antibodies (table S4) and visualized using the Pierce SuperSignal West Pico ECL Kit (Thermo Fisher Scientific).

Factory RNA-seq and data analysis
Nascent RNA from ~10 million mAID-RPB1-mCLover DLD-1 or TO2B−/−TOP2A-mAID HCT116 cells was isolated according to the “factory-seq” protocol (36). Briefly, cells were gently scraped and lysed in isotonic “physiological buffer” supplemented with 0.5% NP-40 buffer. After assessing lysis and nuclei integrity on a hemo- cytometer microscopy, nuclei were treated with deoxyribonuclease I (Worthington) for 30 min at 33°C, washed, lysed in “native lysis buffer” and treated with caspase group III enzyme mix (PromoKine), pelleted by centrifugation, before the supernatant holding nascent RNA was collected in TRIzol (Invitrogen), and purified using the Direct-Zol RNA Purification Kit (Zymo). Following standard strand-specific complementary DNA (cDNA) library preparation using the TruSeq Kit (Illumina), sequencing was performed on a NovaSeq6000 platform (Illumina) to >40 million paired-end reads. Raw reads were mapped to human genome (build hg38) using STAR (72) and quantified using rRNAseq (73) and the -gene option, before RUVseq normalization (74) and differential gene expression analysis. For gene set enrichment, GSEA (www.gsea-msigdb.org/gsea/index.jsp) was run on the significantly changing genes (P adj ≤ 0.05; listed in table S5).

Dual-color super-resolution dSTORM imaging and analysis
DLD-1 control and auxin-treated reentry cells were seeded onto coverslips, fixed, stained, and imaged as described previously (50). In brief, fixed and immunostained cells for NIPBL and CTCF (as described above) were mounted to an Attofluor cell chamber (Thermo Fisher Scientific) and in 1 ml of dSTORM buffer [25 mM Cysteamine (MEA), glucose oxidase, 50 mM NaCl, and 10% glucose in 10 mM tris-HCl (pH 8.0)]. The chamber is then sealed with a coverslip and left on the microscope at room temperature for 30 min before imaging to minimize drift. Imaging was performed on a Zeiss Elyra PS1 system fitted with an Andor iXon DU 897, 512 × 512 EMCCD camera. Images were made using a 100× 1.49 NA total internal reflection fluorescence (TIRF) objective in HiLo mode. Movies of 12,000 frames were recorded with an exposure time of 33 ms. Multichannel images were acquired sequentially from high wavelength to lower wavelengths. dSTORM movies for each protein target were ana- lyzed via the Zeiss ZEN 2012 software, and any localizations with a precision of >50 nm were discarded. All remaining localizations were drift-corrected using a model-based approach. All additional analysis was done in R (www.R-project.org/), and localizations from individual nuclei were clustered based on their density using a kernel density estimation (KDE)–based clustering algorithm with the threshold set to 0.05 for all channels. The areas of CTCF or NIPBL clusters were measured using the KDE binary image, and distances between closest neighbors were calculated.

Computational modeling
For the 3D simulations, we used our previously described HiP-HoP model (52), extended to account for interactions in inactive regions. This model combines our initial “transcription factory” model (75) with loop extrusion (76) while also accounting for the heteromorphic nature of the chromatin fiber, which means that the local compac- tion (in DNA base pairs per nanometer) varies along the fiber. Here, we modeled a 10-Mbp region of HUVEC chr14 as a bead-spring polymer containing N beads of diameter 6, each representing 1 kbp of chromatin. We allowed beads in the polymer to interact via three potentials: (i) a Weeks-Chandler-Andersen (WCA) potential, which provides excluded volume interactions; (ii) a finite-extendibility non-linear-elastic (FENE) potential accounting for chain connectivity; and (iii) a Kratky-Porod potential describing the flexibility of the chain with parameters set to give a persistence length of 4 to 5 kbp (in line with that of chromatin in vivo). To model the hetero- morphic nature of the chromatin fiber in a simple way, we included additional springs (with constants of 200 k_BT/σ⁵) between next-to-neighbor chromatin beads along the chain (i.e., beads i and i + 1) that are not associated with H3K27ac marks. As H3K27ac marks correlate with active euchromatin regions, these springs cause a local crumpling of the polymer in inactive chromatin fragments, or equivalently a swelling in active regions accounting for their generally more open conformation. TFs were simulated as diffusing beads interacting with each other via steric repulsion, again modeled via WCA potentials. We considered three types of TFs: (i) Generic active TFs bind strongly (potential depth, 7.9 k_BT) to chromatin beads associated with accessible chromatin [defined using ENCODE Dnase I hypersensitivity sites sequencing (DHS-seq) data], and weakly to beads associated with H3K27ac (potential depth, 3.4 k_BT); (ii) HP1-like inactive TFs bind to beads enriched in H3K9me3 marks (potential depth, 3.4 k_BT); and (iii) Polycomb-like TFs bind to beads enriched in H3K27me3 marks (potential depth, 7.9 k_BT). All of these interactions were modeled via a truncated-and-shifted Lennard- Jones (LJ) potential. To account for posttranslational modifications, we allowed each TF type to switch between a binding and nonbind- ing state at a defined rate (k_sw = 10⁻³ s⁻¹, where τ is the simulation time unit). The binding state was characterized by the aforementioned interaction strengths, whereas the nonbinding state was charac- terized only by steric interactions with chromatin beads (via WCA potentials). We considered 250 active TFs, 625 HP1-like TFs, and 125 Polycomb-like TFs in the wild-type simulations, whereas the RNAPII-degron simulations were run without active TFs. We also implemented nonspecific interactions between inactive chromatin beads (via a truncated-and-shifted LJ potential with depth 0.45 k_BT) to account for the generic “phase separation” between eu-
hetero-chromatin. Loop extrusion was modeled by representing cohesin dimers as further additional springs. Loop extrusion dynamics were determined by the number density of cohesins (n$_c$ = 0.01 kbp) on the chromatin fiber and two rates: the unbinding rate ($k_{\text{off}} = 2.5 \times 10^{-3}$ s$^{-1}$) and the extrusion rate ($v = 4 \times 10^{-2}$ kbp/s). Upon binding of cohesin, we introduced an additional spring between two nearby beads along the fiber (i and i + 2), because crumpling springs already link i and i + 1; the equilibrium length and the spring constant of cohesin bonds were set to 1.5 σ and 40 k$_B$/σ$^2$, respectively. When cohesins were removed from chromatin, they were instantly repositioned along the fiber. Wild-type conditions were simulated by background random loading (with 10% probability) but with predominant loading at DHS beads (with 90% probability); the RNAPII-degron was simulated by only considering random loading. A cohesin halted either upon colliding with another extruding complex or upon reaching a CTCF site whose direction was against the direction of extrusion [as shown experimentally; (11)]. Note that CTCF sites and orientation were obtained by ENCODE tracks, taking care to include in our simulations only sequences overlapping cohesin (RAD21) peaks—this procedure singles those CTCF binding sites that are relevant to looping. All constituents of the system (chromatin beads and TFs) were allowed to diffuse, and their dynamics were governed by a Langevin equation as described before (52) and implemented using Python and the LAMMPS molecular dynamics software package (77) as a library.

For the 1D simulations, we considered a 3-Mbp-long chromatin fiber coarse-grained into segments of 1 kbp. Again, we modeled data from a specific subregion of HUVEC chr14. We simulated the dynamics of cohesin rings [total number $N_{\text{rings}} = 30$, comparable to what was used in (76)], each of which could be in one of two states: either bound (i.e., on the fiber) or unbound (i.e., in the diffuse pool). Binding and unbinding were modeled as stochastic processes with rates $k_{\text{on}}$ and $k_{\text{off}}$, respectively. When on the fiber, a cohesin molecule was modeled as a dimer, with each monomer undergoing active extrusion at speed $v$. Each monomer could proceed until it hit a CTCF site with orientation conflicting with its direction of travel, at which point it became immobile (76). If a cohesin complex was halted on one side, its other side could continue to move independently. When both monomers in a cohesin dimer became stuck at convergent CTCF sites, the unbinding rate of the dimer was decreased by a factor of 10 to model CTCF-mediated stabilization of extruded chromatin loops, in line with results in (76). We let monomers in a cohesin dimer interact with each other via steric exclusion so that extrusion would be halted temporarily if another monomer was in their way. Wild-type conditions were simulated by assuming that cohesin was loaded as described above, with 10% background random loading and 90% at DHS sites, whereas RNAPII-degron conditions were simulated by only retaining the random background loading. To simulate feedback of transcription on extrusion, we assumed that the speed of extrusion was reduced by a factor $f$ when the direction of extrusion and that of transcriptional elongation of an active gene were conflicting. Parameters in the simulations were set to $k_{\text{on}} = 2 \times 10^{-2}$ s$^{-1}$, $k_{\text{off}} = 10^{-3}$ s$^{-1}$, $v = 0.16$ kbp/s for the wild type, and to $k_{\text{on}} = 2 \times 10^{-3}$ s$^{-1}$, $k_{\text{off}} = 10^{-3}$ s$^{-1}$, $v = 0.16$ kbp/s for the RNAPII-degron. These values can be mapped to $k_{\text{on}} = 1$ min$^{-1}$, $k_{\text{off}} = 0.05$ min$^{-1}$, $v = 0.133$ kbp/s (wild type, corresponding to a residence time on chromatin ~20 min) or $k_{\text{on}} = 0.067$ min$^{-1}$, $k_{\text{off}} = 0.033$ min$^{-1}$, $v = 0.089$ kbp/s (RNAPII-degron, corresponding to a residence time on chromatin ~30 min). The $k_{\text{off}}$ value in simulation units ($k_{\text{off}} = 10^{-3}$ s$^{-1}$) was chosen to be sufficiently small to allow study of extrusion effects. To align simulation times to real times, we consider a residence time on chromatin of ~20 and 30 min for the wild-type and degron simulations, respectively. The wild-type value is comparable to that reported previously (53). We also set $k_{\text{on}} = 1$ min$^{-1}$ (wild type; while there is no accurate measurements of this rate, it needs to be significantly larger than $k_{\text{on}}$) and reduced its value by a factor of 10 in RNAPII-degron simulations to have the same rate of random loading both scenarios. Extrusion speed $v$ was chosen such that the chromatin length explored during an extrusion event, $L = v / k_{\text{off}}$, was the same for wild type and degron, and comparable to that used previously (76). For simulations including the feedback of transcription on extrusion, we varied $f$ (which is unknown experimentally) between 0.1 and 0.9 to simulate a variety of scenarios and presented the case with $f = 0.1$, which led to the most pronounced effects.

Statistical analyses

P values associated with Student’s t tests and Fisher’s exact tests were calculated using GraphPad (http://graphpad.com/), and those associated with the Wilcoxon–Mann–Whitney test were calculated using R. Unless otherwise stated, P values of <0.01 were deemed significant.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.aba8205

View/request a protocol for this paper from Bio-protocol.
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